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Brief Summary

Large Language Models (LLMs) have shown promise in reducing clinical documentation burden, yet their real-world implementation faces significant challenges,
particularly in non-English speaking countries. Here we present Your-Knowledgeable Navigator of Treatment (Y-KNOT) project, the first successful implementation
of an on-premise bilingual LLM-based artificial intelligence agent integrated with electronic health records for automated clinical drafting. We successfully
deployed the service in a tertiary hospital in South Korea, which seamlessly aligns with existing clinical workflows. This demonstrates a practical framework for
implementing LLM-based systems for other healthcare institutions, paving the way for broader adoption of LLM solutions.
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