Improving dermatology classifiers across populations
using images generated by large diffusion models
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1 Introduction

Skin classification algorithms developed without sufficiently diverse training data may generalize
poorly across populations. While intentional data collection and annotation offer the best means
for improving representation [1], new computational approaches for generating training data may
also aid in mitigating sampling bias. In this study, we show that the text-to-image diffusion model
DALL-E 2 [4] can produce photorealistic images of skin disease across skin types, and that using
these synthetic images to supplement training data can improve classification of skin disease overall
and especially for underrepresented groups.

2 Methods

Dermatologic images with accompanying diagnostic and Fitzpatrick skin type (FST) labels are
derived from the Fitzpatrick 17k dataset , comprising 16,577 images (Table 1) [3]. For each condition,
we sampled 8 images from the lightest and darkest skin types as seed images. We utilized DALL-E
2’s ‘inpainting’ function to isolate the primary pathology and surrounding skin. This was paired with
a structured text prompt to generate synthetic images. From each seed image, 4 synthetic images
were selected for photorealism and pathophysiologic consistency (Figure 2).

We trained deep learning models using a VGG16 architecture pre-trained on ImageNet to predict
skin condition labels among seven skin conditions. The model was trained using Adam optimization,
weighted random sampling to address class imbalance, and data augmentation with standard image
perturbations. Initial models were trained on images of the lightest skin types and tested on images of
darker skin types, and vice versa. Training sets were augmented with images from the opposite FST
group: either 8 seed images only, or 8 seed images and 32 synthetic images. We compared model
developed using these separate training data and assessed the impact of successively increasing the
number of synthetic images (from 2 to 32) to assess for a dose-response relationship.
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Figure 1: A schematic overview of the study A) For each skin condition, we randomly sampled 8
images each from the lightest and darkest skin types. These images were used as seed images for
OpenATI’s DALL-E 2 model to produce synthetic variations. B) Deep learning models for skin disease
classification were trained using lighter skin types and tested using darker skin types, and vice versa.
Experiments compared models trained using: (1) Fitzpatrick 17k images only, (2) Fitzpatrick 17k +
seed images, and (3) Fitzpatrick 17k + seed images + DALL-E 2 generated synthetic images.

3 Results

Models trained on light skin performed poorly on dark skin and vice versa (Figure 3). For example, a
model trained on images of neutrophilic dermatosis in light skin exhibited lower performance for
the darkest skin types than for intermediate skin types: 24.3% vs. 31.1%. Performance generally
improved when training was augmented with seed images from unrepresented skin types and improved
further when additionally augmented with synthetic images, although not all conditions were powered
to detect significant differences. Successive addition of synthetic images was associated with
successive performance improvements, suggesting a dose-response effect (Table 2).

4 Discussion

We present a proof-of-concept that data augmentation using photorealistic synthetic images of skin
pathologies may improve performance across diverse populations. The results extend upon prior
work leveraging deep generative adversarial networks (GANs), style transfer, deep blending, and
other generative methods [2, 5]. Limitations include the limited number of assessed skin conditions
and manual involvement in image generation. Follow-up work may compare diffusion models with
previous approaches, directly quantify photorealism, or investigate uses in other underrepresented
domains. While collection of diverse real-world data remains the most important step for improving
skin classification models, we believe that the concomitant use of synthetic data may act as a
force-multiplier to continually improve classification models for skin pathology.
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Figure 2: Examples of DALL-E 2-generated synthetic images We generated synthetic images
for 3 conditions: psoriasis, squamous cell carcinoma, and neutrophilic dermatoses. For each seed
image (left), 4 synthetic images are shown (right). A full table of text prompts used in these image
generations can be found in Supplementary Table 2.



Table 1: Sample sizes of seven skin conditions analyzed in this study, by Fitzpatrick skin type

FST gasa.l Cell Folliculitis Nematpde Neutrophilic Prurigq Psoriasis Squampus Cell Total
arcinoma Infection  Dermatoses Nodularis Carcinoma
1 85 30 15 70 7 113 100 420
1 156 97 56 115 28 232 180 864
il 112 99 79 68 39 101 122 620
v 76 51 60 51 56 91 71 456
\% 24 31 32 31 29 64 40 251
\74 7 9 12 15 9 21 23 96
Total 460 317 254 350 168 622 536 2707
Neutrophilic Dermatoses Psoriasis Squamous Cell Carcinoma
Trained On: FST Il Trained On: FST I-I Trained On: FST Il
1.00 1.00 1.00
0.75 0.75 T i 0.75
0.50 - I 0.50 sy I 0.50 T g I I
0.25 I i I 0.25 0.25 i
§ 0.00 0.00 0.00
é(: Trained On: FST V-VI Trained On: FST V-VI Trained On: FST V-VI
2 1.00 1.00 1.00
0.75 0.75 0.75
0.50 0.50 0.50
0.25 III IIi 0.25 IIi IIi 0.25 III IIi
0.00 0.00 0.00
FST Il FST -V FSTV-VI FST I FST -V FSTV-VI FST I FST -V FSTV-VI

FST Label FST Label FST Label

Images in Training Set fitz_only seed ] dalle_and_seed

Figure 3: Model accuracy for different real and synthetic training datasets Models were trained
on a subset of skin types (e.g. I-II) and tested on the remainder (e.g. III-IV & V-VI). Color labels
represent which images were included in training. “fitz_only” includes only original images from the
Fitzpatrick 17K dataset. “seed” includes the original images plus 8 seed images that were removed
from the test set and used in the image generation process. “dalle_and_seed” includes the original
images plus both seed and synthetic images.

Table 2: Classification accuracy by skin type with successive addition of synthetic training images

Classification accuracy by number of added synthetic training images

FST +2 images +8images +16images +32images N
Neutrophilic Dermatoses

II-1v 0.37 0.34 0.39 0.45 119
V-VI 0.29 0.29 0.58 0.68 37
Psoriasis
II-I1v 0.49 0.56 0.56 0.51 192
V-VI 0.78 0.82 0.83 0.86 77
Squamous Cell Carcinoma
I-1v 0.44 0.43 0.50 0.46 193
V-VI 0.56 0.53 0.60 0.69 55
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