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GILBERT
● GILBERT attains F1-score = 0.84 on a held-out test set
● Resulting dataset (CXR-PRO) contains far fewer 

references to priors than MIMIC-CXR, with 259,376 
instances in MIMIC-CXR and only 82,074 instances in 
CXR-PRO: a >68.3% reduction

CXR-ReDonE
● Our approach outperforms the baseline on all clinical 

metrics (see table below) irrespective of k (the number 
of sentences retrieved to compose the final report)

● Qualitatively, note a broad improvement in the factual 
completeness and consistency of generated reports

1. GILBERT (Generating In-text Labels
of References to Priors with BioBERT)

● We fine-tune a token-level BioBERT model, GILBERT, to 
classify whether or not a token constitutes a reference 
to a prior

● Based off standard named entity recognition (NER) task
● Training process: fine-tune BioBERT on pairs of 

radiology reports and their reworded versions. 
GILBERT learns to mark tokens as REMOVE or KEEP

2. FilBERT+GPT-3: A Two-Step Approach
to Prior Reference Removal

● Pipeline of 1) BioBERT for sentence-level classification; 
and 2) GPT-3 DaVinci for sentence editing

● Motivation: GPT-3 could perform more flexible and 
fluent editing rather than simply deleting tokens

● We would like to thank Dr. Kibo Yoon, Patricia S. Pile, and 
Pia G. Alfonso for their work on the CXR-PRO test set, as 
well as Jaehwan Jeong and Ethan Chi for their feedback 
and technical advice.

● We run GILBERT on MIMIC-CXR to generate CXR-PRO
○ Most common references to priors: change, 

unchanged, prior
○ 173,822 (76.3%) of MIMIC-CXR reports contain at least 

one reference to a prior
● To train FilBERT and GILBERT, we manually create a 

shared corpus containing tuples of reports and 
reworded versions with prior references omitted
○ The proportion of references to priors per sentence is 

intentionally higher in the shared corpus, so as to 
represent all keywords in a limited space

● We recruit a team of radiologists and medical students 
to create an expert-edited test set for CXR-ReDonE

● Current ML models trained to generate radiology 
reports from chest X-rays all make hallucinatory 
references to non-existent prior reports

● We propose two methods to automatically remove prior 
references: (1) FilBERT+GPT-3 and (2) GILBERT

● Additionally, we use GILBERT to generate CXR-PRO, a 
novel dataset of chest X-rays and associated radiology 
reports (derived from the MIMIC-CXR dataset) with prior 
references omitted

● We retrain CXR-RePaiR, a report generation model, on 
CXR-PRO to form CXR-ReDonE

● CXR-ReDonE outperforms previous report generation 
methods on clinical metrics, achieving an average 
BERTScore of 0.2351 (2.57% absolute improvement)

● Our model-agnostic method is broadly valuable in 
improving the clinical accuracy of generated reports

Codebase: github.com/rajpurkarlab/CXR-ReDonE
Dataset: physionet.org/content/cxr-pro/1.0.0/

https://github.com/rajpurkarlab/CXR-ReDonE
https://physionet.org/content/cxr-pro/1.0.0/

