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BACKGROUND

METHODS

RESULTS
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Study Design: Retrospective cohort study of patients 
hospitalized to general medicine at St. Michael’s Hospital 
between Nov 2016 – Dec 2019

Sociodemographic subgroups: 
- Age (< 60 years, 60-80 years, >80 years)
- Sex
- Homelessness
- Neighborhood material deprivationa

- Neighborhood ethnic concentrationb

Outcome: Model performance: Balanced error rate (average 
of false positive and negative rate), precision, recall, F1-score, 
specificity, AUC, Brier score and overall accuracy for each 
subgroup 

Subgroups compared using Balanced Error Rate Ratio
(<0.8 or >1.25 considered to be a meaningful difference)

Model outcome: Inpatient death or ICU transfer

Legend: aMaterial Deprivation: Neighborhood level measure of inability for individuals and communities to access and attain 
basic material needs. The indicators included in this dimension measure income, quality of housing, educational attainment 
and family structure characteristics.
bEthnic Concentration: Neighborhood level measure of people who are recent immigrants and/or people belonging to a 
‘visible minority’ group (defined by Statistics Canada as “persons, other than aboriginal peoples, who are non-Caucasian in 
race or non-white in color”)

We identified that a machine learning model for inpatient 
clinical deterioration showed strong performance among 
all patient subgroups. 

None of the observed differences were greater than the 
pre-specified thresholds, but these are novel metrics, and 
the balanced error rate ratio was greatest among those 
>80 years old (1.11) and those experiencing 
homelessness (1.17)

It is critical to interrogate model performance for fairness 
across patient subgroups 
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Legend: Balanced Error Rate Ratio for each sociodemographic subgroup (calculated by dividing subgroup balanced error rate 
by reference group balanced error rate). Reference groups were Age 60-80, Male, Not Experiencing Homelessness, 
Low Material Deprivation and Low Ethnic Concentration, respectively. All BERR were >0.8 and <1.25 (dotted lines).

5-10% of hospitalized patients die or require ICU admission. 
Machine learning tools can effectively prevent patient 
deterioration. CHARTWatch is one such tool in use at St. 
Michael’s Hospital (University of Toronto)

Machine learning tools do not always perform equally well in 
all patient populations. Few evaluations have been conducted 
among models in clinical use.

Research Question: Among hospitalized general medicine 
patients, is CHARTWatch model performance for predicting 
inpatient deterioration consistent across patient subgroups?

Subgroup N (%) ICU Transfer or Death

Overall 9259 720 (7.8%)

Age <60 years 3446 (37.2%) 183 (25.4%)

Age 60-80 years 3618 (39.1%) 300 (41.6%)

Age >80 years 2195 (23.7%) 237 (32.9%)

Female 3810 (41.1%) 295 (40.9%)

Homelessness 1478 (16.0%) 65 (9.0%)

High Ethnic Concentration 3175 (34.3%) 231 (32.1%)

High Material Deprivation 2788 (30.1%) 226 (31.4%)

Legend: Balanced Error Rate (average of false positive rate and false negative rate) for each sociodemographic subgroup. 
Higher balanced error rates indicate poorer model subgroup performance.
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